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As the old adage has it,  
 
 
Before it will get better … , 
 
 
       … it will get worse. 
 



Some terminology 

 
p-hacking 
=> Running a study until you get (statistical) significance (nevermind economic 

significance), an unfortunate consequence of the social sciences’ obsession with 
NHST … (recall talks by MA, SZ; see also work by Gigerenzer and various co-
authors)  

 
Not properly powering up a study  
=> Rather than doing proper statistical power calculations beforehand (i.e., determining 

the appropriate risk of failure to reject a false null hypothesis/to detect a true effect, 
and then -- based on prior information about effect size -- computing the required 
sample size based on the choice of β and assumed effect size), using rules of 
thumbs for sample size.  

 
Publication bias 
=> Studies that report no effect not being published (e.g., Simonsohn et al. JEP:G 2014; 

Ferguson & Heene PoPS 2012; Farelli SM 2012; earlier Rosenthal PB 1979, and 
many others; see also Head et al. PLoS 2015) 

 



Replication crisis is not a privilege of the social sciences 
 
 The extent and consequences of p-hacking, and publication biases  in science, are  
well documented for the sciences more generally:  
 
 
  
 
 



Replication crisis is not a privilege of the social sciences, 
ctd. 
The extent and consequences of p-hacking (major theme in Simonsohn’s work), and 
publication biases  in science, are well documented for the sciences more generally:  
 
 



Replication crisis in psychology 
 
 
 
 
 



Replication crisis in psychology 2 
 
 
 
 
 



Replication crisis in psychology 3 
 
 
 
 
 



Replication crisis in psychology 4 
 
The Open Science Collaboration: 
   
- almost 300 researchers that tried to replicate  
- the results of 100 papers published in three leading psychology journals (2008)  
- Trying to do direct replications, the researchers did not succeed in the clear 
 majority of cases and on average they found the mean effect size to be only 
 half of what was reported in the original studies.  
 

 
 
 
 



Replication crisis in psychology 5 
 
The Open Science Collaboration: 
   
- Trying to do direct replications, the researchers did not succeed in the clear 
 majority of cases and on average they found the mean effect size to be only 
 half of what was reported in the original studies.  
 

 
 
 
 
 
-  There are important questions about this report (see also 

 http://daniellakens.blogspot.nl/2015/08/power-of-replications-in.html):  
 



Replication crisis in psychology 6 

That said, there is a  growing insight among psychologists that a corner stone of the 
scientific edifice is in serious need of restauration (replicability etc.) and thinking 
about the way one does experiments is as a good a start as any: 

 
 
 
 



Replication crisis in economics   
 
Most recently, two Federal Reserve economists Chang, Andrew C., and Phillip Li (2015) 
  “Is Economics Research Replicable? Sixty Published Papers from Thirteen Journals Say ”Usually Not”, Finance 

and Economics Discussion Series 2015-083. Washington: Board of Governors of the Federal Reserve System, 
 http://dx.doi.org/10.17016/FEDS.2015.083. 

 came to the alarming conclusion that economics research is “usually not” replicable.. 
Attempt at replicating 67 empirical papers in 13 reputable academic journals  

- without assistance by the original researchers could replicate only a third of it  
- with assistance … percentage increased to about half of the original results 

 
The failure to replicate the majority of studies, which is based on an attempt at 

replicating past results with existing data sets rather than with newly produced 
data, is interesting by itself, as it indicates that the reporting practices and 
requirements are seriously deficient. (This brings us back to some of the themes that 
DB and JB brought up already yesterday.) 

.  
 



Replication crisis in economics 2   
 
Ignoring outright fraudulent behavior (Stapel, Sanna, Smeesters, Foerster, Zaman, 

Lichtenthaler, … ), good science is messy and actually hard work and reasonable 
people can reasonably disagree.  

 
Case in point: just-published study by Silberzahn & Uhlmann (S&U), two researchers 
who got engaged in methodological debates when Uri Simohnson 
[http://opim.wharton.upenn.edu/~uws/] questioned the results of an earlier S&U study 
that suggested that noble-sounding German names could boost careers.  

 - Re-running the analysis with a better analytical approach, Simonsohn did not 
 confirm some such effect.   

 - S&U ended up conceding that much in a joint paper with Simonsohn.  
 - Simonsohn and S&U ought to be applauded for their collaboration and in the 

 case of S&U their public concession that their methods were wanting.  
 - There is nothing to be ashamed about (and indeed it can lead to interesting 

 insights). 
   
 



Replication crisis in economics 3   
 
Case in point: just-published study by Silberzahn & Uhlmann, 

[http://www.nature.com/news/crowdsourced-research-many-hands-make-tight-work-
1.18508] In their new study. S&U provided a data set and then asked more than two 
dozen teams of researchers to determine whether skin color of a soccer players 
across four major leagues (yes, …. ) influenced the frequency with which a red card 
would be issued.  

 - Somewhat shockingly, the answers were rather diverse.  
 - Of the 29 teams, 20 found a statistically significant correlation with the median 

 suggesting that dark-skinned players were 1.3 times more likely than light-
 skinned players to be sent off.  

 - But, “findings varied enormously, from a slight (and non-significant) tendency 
 for referees to give more red cards to light-skinned players to  a strong trend of 
 giving more red cards to dark-skinned players.”  

 - Interestingly, this diversity of results survived even an iteration of 
 methodological discussion among all researchers. Did I mention that good 
 science is messy and actually hard work and reasonable people can 
 reasonably disagree? 

 
 

 

http://www.nature.com/news/crowdsourced-research-many-hands-make-tight-work-1.18508
http://www.nature.com/news/crowdsourced-research-many-hands-make-tight-work-1.18508


Replication crisis in economics 4   
 Case in point: just-published study by Silberzahn & Uhlmann: 
 
  Even under the best of circumstances – one data set, what seems like a 

straightforward question to answer, and exchange of ideas among a set of 
researchers about the best method – to arrive at consensus can be extraordinarily 
difficult.  

 Even more difficult if the presence, or absence of, effects is identified through  
 multiple data sets compiled empirically (experimentally) by competing teams of 

researchers who have incentives to add to the “Vast Graveyard of Undead Theories” 
(Ferguson & Heene, PoPS 2012). 

 
 Tantalizing evidence that many EE studies are severely under-powered: 
 
 
  
 
  
 
 



Replication crisis in economics 5   
 Also (and on the positive side): 
 
    
 
  
 
 



Bucket list of things to do (a dirty dozen): 
 
  
1. Start every project with a proper literature review. Referees and editors need to 

become more adamant about proper acknowledgment of what is out there. This is a 
real issue and it’s becoming a pet peeve of mine (e.g., recent JEP issue on 
overconfidence) 
 

2. We need clearer reporting and data collection conventions (a 21 word solution?): 
 
 



Bucket list of things to do (a dirty dozen): 
 
3. We need a reduction of the wiggle room that is currently afforded:  
False-positive psychology: undisclosed flexibility in data collection and analysis allows 

presenting anything as significant. 
 Simmons JP1, Nelson LD, Simonsohn U. 
 A study (and if necessary its online appendices ought to have enough information to 

allow replication without others – specifically the original authors -- having to be 
consulted (see discussion of Chen & Li study, Silberzahn & Uhlmann study, various of 
the psych studies) 

 Open question to my mind if it is good/best practice to invite original authors … 
 Data – lest they are confidential – ought to be deposited with the journal in which the 

articles was published; dito for various programming files etc. 
 The replication recipes currently being tested are good way to get started: 
  

 

http://www.ncbi.nlm.nih.gov/pubmed/?term=Simmons%20JP%5BAuthor%5D&cauthor=true&cauthor_uid=22006061
http://www.ncbi.nlm.nih.gov/pubmed/?term=Nelson%20LD%5BAuthor%5D&cauthor=true&cauthor_uid=22006061
http://www.ncbi.nlm.nih.gov/pubmed/?term=Simonsohn%20U%5BAuthor%5D&cauthor=true&cauthor_uid=22006061


Bucket list of things to do (a dirty dozen): 
 
4. We need more meta-studies to inform proper design and implementation of individual 

studies (especially in economics). Seriously. Management apparently, not so much …  
 
 
 
 
    

 



Bucket list of things to do (a dirty dozen): 
 
5. We need more adversarial collaborations of the kind Mellers et al. (PS 2002) have or 

Blavatskyy et al. (2015, under review) have done: 
    

 



Bucket list of things to do (a dirty dozen): 
 
6. We need more studies of the kind that Silberzahn & Uhlmann have done. 

 
7. We need more systematic (tournament) studies of the kind that Erev et al have done. 

(see also Spiliopoulos & Ortmann PM 2014). 
 
 

 

  
  

 



Bucket list of things to do (a dirty dozen): 
 
8. We need to name and shame those journals that publish sensationalist studies but 
      then refuse to publish failure to replicate (e.g., Gneezy et al. QJE 2006; Rydval et al. 
      EE 2009 but many many many others – how do you effect some such change?).  
9. We need more initiatives (e.g., pre-registered studies) such as those by   
 Journal of the Economic Science Association, Experimental Economics, 
 Journal of Experimental Social Psychology, Journal of Personality and Social 
 Psychology, Psychological Science, Perspectives on Psychological Science ….  
10. We need more appreciation of proper econometrics 
11. We need more thinking about generalizability 
12. We need an understanding that a failed replication in many instances constitutes real 

progress and is nothing to be ashamed about   



Summarizing …  
 
 
As the old adage has it,  
 
Before it will get better … , 
 
       … it will get worse. 

 
I hope that the current methodological debates will strengthen the social sciences in the 

long run, as they will up the ante on what it takes for a study to provide informational 
value (to be valid) and to be reliable.  

Because the considerable damage it can inflict on individuals’ productivity and reputation 
[http://www.spspblog.org/simone-schnall-on-her-experience-with-a-registered-
replication-project/], it will also, hopefully, provide incentive to clarify what minimal 
reporting standards and acceptable replication etiquettes are.  

I hope that the current methodological debates will give incentives for journals to become 
serious about their data set collection efforts although it has to be noted that some 
data sets have been provided under confidentiality provisions that prohibit such 
posting. 



Summarizing, ctd  …  
 
 
As the old adage has it,  
 
Before it will get better … , 
 
       … it will get worse. 
. 
It would be good if the current debate would be conducted calmly and cooly. To call the 

proponents of replication studies a bunch of self-righteous, self-appointed sherrifs, or 
replication police, or worse, is as unproductive as is abandoning the presumption of 
innocence.  

Accusations of misbehaviour ought to be carefully avoided and preferably sorted out 
through the appropriate non-public channels, or privately (as in the case of S&U and 
Simonsohn), rather than social media which – while entertaining  - seem singularly 
poorly suited to decide on scientific merit.   
 



Just in case you are in, or nearby, Sydney on November 27  
…  
  

 



 
 
 

Thank you! 
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