THE CYCLIC DOUGLAS-RACHFORD METHOD FOR
INCONSISTENT FEASIBILITY PROBLEMS

JONATHAN M. BORWEIN AND MATTHEW K. TAM

ABSTRACT. We analyse the behaviour of the newly introduced cyclic
Douglas—Rachford algorithm for finding a point in the intersection of
a finite number of closed convex sets. This work considers the case in
which the target intersection set is possibly empty.

1. PRELIMINARIES AND NOTATION

Throughout we assume H is a (real) Hilbert space with inner product (-, -)

and induced norm || - ||. We use — (resp. —=) to denote norm (resp. weak)
convergence.
We consider the convex feasibility problem
N
(1.1) Find 2 € [ C;,
i=1

where C; are closed convex subsets of H. For convenience, we define Cy :=
CN and CN+1 = Cl.

When the intersection is empty, (1.1) is ill-posed. Instead, we seek an

appropriate substitute for a point in the intersection. For example, if N = 2
it is natural to consider the following variational problem
(12) (cl,cg)uélgGCg HCl CQH.
If the infimum is realised, we call the solution (c1,c2) a best approximation
pair with respect to (C1,C2). For N > 2, an appropriate generalization
of (1.2) for characterizing the limit cycles of projection methods remains
elusive and subtle. For details, see [2].

1.1. General Theory. In this section we recall some general theory re-
garding general nonexpansive mappings — applied later to projections and
reflections — in Hilbert space. We give some definitions.

Definition 1.1. Let T': H — H.
(a) T is nonexpansive if ||Tx — Ty|| < ||z — y| for all z,y € H.
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(b) T is firmly nonexpansive if
1T = Tyl + (T = Ty — (I = T|l? < |l -y for all 2,y € .

(¢) T is A-averaged if T = (1 — A\)I + AR, for some nonexpansive mapping
R:H—H.

(d) T is demiclosed if x, = x, Tz, -y = Tx =1.

(e) T is asymptotically reqular at © € H if (I —T)T"x — 0.
(f) The set of fized points of T is FixT :={zx € H : Tz = x}.

We collect facts concerning the interplay between these properties.

Fact 1.2 (Nonexpansive properties). The following hold.

(a) If T is firmly nonexpansive then T is nonexpansive.

(b) If A € [0,1] and T is A\-averaged then T is nonexpansive.
(c) T is firmly nonexpansive if and only if T is 1/2-averaged.
(d) If T is nonexpansive then I — T is demiclosed.

(e) If X €]0,1[ and T is A-averaged then, for any z € H,

1 1
lim |77z — "z = = lim [|[T""*2 — T"z|| = lim —|T"z|,
n—00 k n—oo n—oo 1

for all k > 1. In particular, if (T"2)°, is bounded, then T is asymp-
totically regular at x.

Proof. For (a)—(d) see, for example, [5, Ch. 4]. For (e), see [1, Th. 2.1]. O

The following theorem will be useful is establishing convergence of our
algorithms.

Theorem 1.3 (Weak convergence of iterates). Let A €]0, 1[. Suppose (T;)™,
is a family of A-averaged mappings from H to H such that Fix(T,, ... T1) #
(0. For any xo € H define

Tn+1 = (Tm . Tl)fL’n.

Then xp— (T, ... Th)xn, — 0 and there exists points y; € Fix(Ty, ... T1), y2 €
Fix(hTy, ... To), ..., ym € Fix(Ty—1...T1T,,) such that

Tn L Y1 = Tmyma
Tz, < yo = Thyr,
Tz, = y3 = Toys,

Tm—2 e Tl.Tn iy Yn—1 = Tm—2ym—27

Thn-1Tm—2... Tz, = Ym = Tin—1Ym—1.

Proof. This is a special case of [5, Th. 5.22]. O
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1.2. The Method of Cyclic Projections. The (nearest point) projection
onto a set C' (if it exists) is the mapping Po : H — C' defined by
Pcx := argmin |lc — z||.
ceC
It is well known that if C'is closed and convex, P¢ is well defined (i.e., nearest
points exist uniquely for all x € H) (see, for example, [4, Prop. 2.1.2]). It
has the variational characterization

Pox=c¢ <= c€C and (x — Pox,C — Pcz) <0 for all c € C.

For any yo € H, the method of cyclic projections can be described in
terms of the iteration scheme

. . N
y% = Pclyﬂv yij_l = PCiJrly;L? yTlL—l—l = Yn —H'
We refer to the sequences (y1)2, (¥2)24, ..., (y)5e, as the cyclic projec-
tion sequences.
Define

Qi :=Po,Pe._,...Po,Poy ... Po

i+1°
Note that, for each 4, the sequence (%)%, is given by
Ynt1 = Qivp-

Suppose that each Fix(Q); is nonempty and let ¢' € FixQ;. Define the

sequence (¢')N | by
ql+1 = PCi+1qZ € Fix Qi+1'

Define (di)i]il, the sequence of difference vectors, by d* := ¢"t1—¢'. It can be
shown that the difference vectors are well-defined (i.e., they are independent

of the choice of ¢'). For further details see [4].
Recall the following dichotomy theorem.

Theorem 1.4 (Cyclic projections dichotomy). Ezactly one of the following

alternatives hold.

(a) Each FixQ; is empty. Then ||y’ || — +oo, for all .

(b) Each Fix Q; is nonempty. Then, for each i, (y)°%, weakly converges
to a point y* such that y*+1 = Pciﬂyi, and the sequence (yit! —yi)2

converges in norm to d'.

Proof. See [4, Th. 5.2.1]. O

1.3. The Cyclic Douglas—Rachford Method. The (metric) reflection
with respect to a set C is the mapping R¢ : H — H given by

Reo :=2P; -1,
where I denotes the identity mapping. If C is closed and convex, R¢ is

well defined. It has the variational characterization (see, for example, [8,
Fac. 2.1])

1 1
Rox =r < §(T+x)€Cand (x —r,c—1) §§H:U—r|]2 for all c € C.
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The Douglas—Rachford operator is the mapping T¢, ¢, : H — H given by
I+ Re,Rey
—

The cyclic Douglas—Rachford operator is the mapping Tic, c,,...cy) : H —
‘H given by

TCl,Cz =

N
T[Chc'z,---,C'N} = HTCiaCi+l7
=1

where TN,N—H = TN71.
Where there is no ambiguity, we write 7; ;11 to mean T¢;, ¢, ,, and o; to
mean the cyclic permutation of C1,Cs,...,Cyn beginning with C;. Under

this notation
Tioy) :=Tic1,CornOn 1,081 Lioa) = T(Co,05,..0n,01)5 €EC.
For convenience, we define og := oy and oy := 07.

For any zg € H, the cyclic Douglas—Rachford method can be described in
terms of the iteration scheme

1._ i+1 . ‘ 1 ._ N+l
(1.3) zy=xg, aht =T, Ty =T
We refer to the sequences (z1)%;, (22)% ..., (x))2 | as the cyclic Douglas—

Rachford sequences.

Note that, for each 4, the sequence (z%)°; is given by

(1.4) Tyi1 = o Th-

n
Remark 1.5. If z € C; then T} ;112 = Pg,,, 2. Hence, if o = yo € C1, the
cyclic projection and cyclic Douglas—Rachford sequences coincide. That is,
for each 1,
yfl = xfl,for n=123,....
If g # yo and o & Cq, it is entirely possible for the cyclic projection and
cyclic Douglas—Rachford sequences to be distinct. For an example, see [8,

Rem. 3.3]. o

Remark 1.6 (Alternating reflections). The classical Douglas-Rachford method,
which applies to two sets problems, performs iterations by repeated appli-
cation of a Douglas-Rachford operator, i.e. zpi1 := T12(xy,) for all n or
Zpt1 = T1(xy) for all n. Thus, in the two sets case, the cyclic Douglas—
Rachford method may be thought of as a traditional Douglas-Rachford al-
gorithm in which the set chosen to be reflected on first is alternated. O

2. A DicHOTOMY THEOREM

We require a suite of seven preparatory lemmas.

Lemma 2.1. For each index 1,

(a) Tjiv1 is 1/2-averaged, and hence firmly nonexpansive.
(b) Tipy is (1 —27N)-averaged.
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Proof. (a) Since convex reflections are nonexpansive, it immediately follows
that T; ;41 is 1/2-averaged. (b) Suppose that T' is 1/2-averaged and @ is
(1 — 27%)-averaged for some nonnegative integer k. We may write

1 1 1 1
for nonexpansive mappings R and S. Observe

1 1 1 ok 1 ok
TQ= QQ + §RQ - 2k+1I+ ok+1 S+ 2k+1RQ

1 ok+tl 1 / 2k 1 2k
= 2k+ll + 2k+1 <2k+1 _ 1S + 2k+1 _ 1RQ)

1 1 2k — 1 2k
- 2k;+1l+< 2k+1> <2k+1_15+2k+1_1RQ>'

Since S and R() are nonexpansive, so is their convex combination, and hence
TQ is (1 — 2 1)-averaged. The equivalence now follows. O

The follow lemma shows that the cyclic Douglas—Rachford method has
similar asymptotic behaviour to the method of cyclic projections. To exploit
the nonexpansive properties of T}, and 7Tj;+1, we will sometimes choose
Yo ‘= ]DC1 xIQ.

Lemma 2.2. For any xog € H, choose yo := Pc,xg. As n — oo,

Y = (h -yt =0,

(1‘2 — Tp

for any index 1.

Proof. By Remark 1.5, the method cyclic projection sequence starting at g
can be consider as cyclic Douglas-Rachford sequence. Since 7[,,] is nonex-
pansive,

ks~ vhall < llah — yhll = Tim [l — g} exdsts.

Since T; ;41 is firmly nonexpansive, for each ¢,

N
= vall* = lohy = gnaa? =D (s — will® = it — v 1)
i=1
> Z (5, — 2 = (v — v I
The result follows by taking the hmlt as n — 0o. U

Lemma 2.3. The sequence (1‘%)%":1 is bounded if and only if FixT, j is
nonempty.

Proof. Suppose (27,)22; is bounded. Then there exists a subsequence (xﬁlk)zo:l
weakly convergent to some point z. By Fact 1.2(e), (I —T{,,})2n, — 0. Since

I — T, ,) is demiclosed, (I —Tj, 1)z =0 = z € FixT, .
(o] [o;] [o;]
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Conversely, if z € FixT|,,) nonexpansivity implies
Iz = 2|l < llz = 24l = N2dll < |2l + || = =].
This completes the proof. [l

Lemma 2.4. The following four properties are equivalent.

(a) The sequence (a:ﬁl)ff 1 is bounded, for some indez j.

(b) The sequences ()5, (x7)72y, - - (x>0, are bounded.
(c¢) The sequence (yn)S2, is bounded, for some index j.
(d) The sequences (yL)2% 1, (¥2)2 1, ..., (YY), are bounded.

Furthermore, if (23,)°°, is unbounded then, ||| — +oo.

Proof. Fix an index j. For any zo € H, choose yo := P, xo. Since T}, is
nonexpansive,

27, =yl < Ny = wpall < - < llaf = 9l
By the triangle inequality
22, < llzg = will + gl and [y ]l < [z + lla1 — w1l

Thus (2)2, is bounded if and only if (13)22, is bounded. By Theo-
rem 1.4, '(yn)n:1 is bounded if and only if (y)oy, (¥2) ..oy (Yh)ee

and if (y3,)22, is unbounded then ||z} || — +o00. The result follows by com-
bining these two statements. O

‘We observe

xy, + Ro,, Ro, @y,

Z+1 = ’L,Z+1:L‘:7, = 2
_ Ty, + 2PCi+1RCiwiz — Re,y,
2
_ 2z} + 2PCi+1RCi$?1 — 2P¢;x},
2
= .7:2 + PCiJrlRCwZ — PCZ.JJ%.
(2.1) — PCPARQ:U:1 Z'H -z, + Pc, ac

Lemma 2.5. For all i and for all n,

(22) ™ = P2yt < (ot = Po,ant @, — Poay,).

i+1 TL i+1 TL

In particular, for all i and all n,

(2.3) o™ = Py, < o, — Pe,a

i+1 n TLH
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Proof. By (2.1) and the variational characterization of convex projections,
szz—H - P z+1||2 < i+1 PC H—l i _ PciL‘Z>

i+1 n i+1 n 7
_ i+1 i+1 +1 i+1
_<$7;L _Pci+1x:’L 7(2 1: +PC:C) PCz+1 :L >
_ 41 ’L+1
= <$n PC'Z+1 n 1+1RC x PCz+1 n >
<0.

This proves (2.2). Equation (2.3) now follows by an application of the
Cauchy—Schwarz inequality. O

Lemma 2.6. For all i and for all m,

ZH n = Pega) = (o, = Poay)|)?
=21i=1

N N
< % P01x27x1 PC'le > < 71n+1 PCI m+1>7L PCN m>
where ( PclmQ,ml PCNl'l ) and (z} Tyt Pcl mA1> & PCN %) are

nonnegatwe. In particular, the double-sum in (2.4) is bounded and hence,
asn — oo,

(2, = Peyyy ) = (2, — Peyay,) = 0.

Proof Applying Lemma 2.5,

ZZH W= Poy, ) = (x, — Poay,)|?

n=2 i=1

N
= Z (Hwﬁ_l _P01+1 ZHHQ < :;H _PC¢+1x%+17$;_PC x%)
=1

Iz, = Poyan|1?)

_|_
<D (G = Poanait = Po i) = (o = oo™ ah, = Pol)

oyl N+1 gNHL N N
= (13 — PC1x2v $2 PCox2> (T, PCN+1 Ty — Poy T)
1 N 1 N
= (13 — Poyxy, 0y — Poyay) — {x Tm41 — Pe, mt1 T — oy @m)-
The nonnegativity of (x4 — Po, 23, 2 — Po V) and ( zh 1 —Poal, .
Pcyl) is a consequence of (2.2). O

We now prove the analogue of Lemma 2.5 which will be applied to the

limits (if they exist) of the cyclic Douglas—Rachford sequences. As before,
we may deduce

(2.5) Pe,,, Rea’ = 2"t — o' + Pea.
Lemma 2.7. Suppose ('), are points such that 1 = T, ;;12%. Then,
for all i,

Rea' — Po,, 2"t = (2" = 2") — (Pe,,, 2"t — Pe,at) = 0.

'L+1
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Proof. Consider the cyclic Douglas-Rachford sequences for initial point z¢ :=
rl. Since z' € FixT ;> for each i, the result follows from (2.5) and

Lemma 2.6. O

We are now ready to prove a dichotomy theorem which is the cyclic
Douglas—Rachford method analogue of Theorem 1.4.

Theorem 2.8 (Cyclic Douglas-Rachford dichotomy). The following holds.
(a) For each i,

l+1RC l‘ PCz+1 n — (xf;rl i ) (PCz+1 :jl - Pclen) — 0.

zactly one of the following alternatives hold.

b) Exactl f the foll l s hold
(i) Each FixTj,, is empty. Then ||x;,|| — +oo, for all i.
1) Fach FixTj, 1 is nonempty. en, for each 1,
1) Bach FixTl,,) i Then, f h 1

T, — 2" € FixTj,, with it = Gl
Furthermore, for each i,

:Cijrl— i: chn—P0$ —)di, PC zJrl—PCxi —>di

'L+1 1+1 TL
i+l e — Poat = d, Re,x' = Pg, o'

—$ —PC 1+1

z H—l

1+1

Proof. (a) follows by Lemma 2.6. (b) By appealing to Lemmas 2.3 and
2.4, we establish the two possible alternatives: either FixTj,; = () and
||| = 400 for all 4, or Fix Tj,,) # 0 for all i.

If each Fix T[U] # (), Lemma 2.1 together with Theorem 1.3 imply that
the sequence (a})o2 converges weakly to a point z! € Fix 115, with 'l =
Tme . Lemma 2.2 with Theorem 1.4 implies xﬁrl — wn — d*, which to-
gether with (a) implies Pg,, 25 — Po,z?, — d'.

Lemma 2.7 together with Theorem 1.4 applied to the cyclic Douglas—

. . o . . 1 . y 1
Rachford sequences havmg initial point z' yields "' —z' = Pg,, it —
Pe,z' = d' and P, Re,xl, = P, aitt. O

If ﬂz L Ci # 0, it can be shown that the limits (z°)Y; coincide (see, for
example, [8, Lem. 2.3]). In this case, we obtain [8, Th. 3.1] as a special case
of Theorem 2.8. That is, we have the following corollary.

Corollary 2.9 (Consistent cyclic Douglas—Rachford iterations). Suppose
NN.,C; # 0. Then the cyclic Douglas—Rachford sequences weakly converge
to a common point x such that Po,x = Po;x for all indices 4, j. In particular,

Pc, € ﬂ *,C; for any indez j.

Remark 2.10. The proof of Corollary 2.9 given in [8] for the consistent
case is dependent on the fact that Fix Tgy = ﬂi]\il FixTj ;41 # 0. Since
FixTj ;41 # 0 if and only if C; N Cj11 # 0, in the inconsistent case one can
only guaranteed that Fix T, ) 2 NN Fix T i1 = 0. O
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Remark 2.11 (Approximating the difference vectors). In Theorem 2.8, it
was shown that the sequences

(xij—l - xi)zo:u (PCi+1RCix;i1 - PCixfz)%O:b (Pci+l‘rib+1 - PCiwi)zozp

converge (in norm) to d’. The latter two are suitable if one is interested in
approximating d* using a pair of points from C; and Cj4 1. ¢

Remark 2.12 (Cyclic Douglas—Rachford as a favourable compromise). The
behaviour of the cyclic Douglas—Rachford scheme is somewhere between that
of the method of alternating projections and the classical Douglas—Rachford
scheme. In this sense, it can be consider a comprise between the two schemes
having some of the desirable properties of both. We elaborate.

Firstly, the cyclic Douglas—Rachford and classical Douglas—Rachford scheme
perform the reflections with respect to the constraints sets, rather than using
just a projection, as is the case of the method of cyclic projections. This can
be seen as an advantage (at least heuristically). If a point is not contained
in a particular constraint set, the reflection can potentially yield a strictly
feasibility problem, where as projections produces point on the boundary
(see Figure 1).

Rex

ch

X

FIGURE 1. Rgx is strictly feasible, while Pox is on the
boundary of C.

On one hand, the cyclic Douglas—Rachford and classical Douglas—Rachford
iterations both proceed by applying a two set Douglas—Rachford mapping
(i.e. one of the form Tj;41). In the consistent case, the limit obtained by
both these schemes, once projected onto an appropriate constraint set, pro-
duces a solution to a feasibility problem. On the other, in the inconsistent
case, the Douglas—Rachford scheme iterates are always unbounded. The be-
haviour described in Theorem 2.8 is much closer to that of the method of
cyclic projections, described in Theorem 1.4.

Thus, if one wishes to diagnose infeasibility one might prefer Douglas-
Rachford to the cyclic variant, but if one desires an estimate even in the
infeasible case one would likely opt for the cyclic variant. The behaviour
of the three methods is illustrated in the two possible two sets cases in
Figure 2. O
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3. THE Two SET CASE

We now specialize the results of Section 2 for the case of problems having
only two sets. Here the geometry of the problem is both better understood
and more tractable. We introduce the following two sets

E = {6 S Cl : d(e, 01) = d(Cl,CQ)}, F = {f S 02 : d(f, 01) = d(Cl,Cg)}

Further, the displacement vector, v, is defined by

V= PT?C1 (0) = _Picl—cz (0).
We recall some useful facts.

Fact 3.1 (Properties of E, F and v). The following hold.

(i) If CyNCy# D then C1NCy=FE =F and v =0.

(i) E+v=F, and ||v|]| = d(Cy,C2) if and only if Cy — C1 is closed.
(i1i)) E = Fix Q1 = Fix(Pc, Pe,) and F = Fix Q2 = Fix(Pe, Po,).

(iv) v=d' = —d?.

Proof. See, for example, [3, Sec. 1] and [4, Fac. 5.2.2]. O

We are now ready to specialize the conclusions of Theorem 2.8. In par-
ticular, we show that the cyclic Douglas—Rachford scheme can can be used
to find best approximation pairs, provided they exist.

Theorem 3.2 (Alternating Douglas—Rachford dichotomy). The following
holds.

(a) We have
PC2R01‘T111 - Pczx}m = (‘Ti - x}’L) - (P02x721 - PCIleL) — 0,
P01R02x121 - PC1‘7:121 = (x711 - xi) - (PCH:E}“L - PCngL) — 0.
(b) Exactly one of the following alternatives hold.
(i) E,F,FixTic, c,), FixTic, ¢y = 0. Then ||z} ||, |22]] — +oo.
(ZZ) E, F, FIX T[C1,Cg]’ FIX T[Cg,cl] 75 @ Then

1

T, Zogl € Fix Ticy,04 x2

w, 92 .

n — I € FIXT[C%Cl],
with x? = Te, c,@' and 2! = Te, ¢, 2. Furthermore,

2 1 1 1 2 1

w— %, = Pc,Rc,z,, — Po,z, — v, Pe,z,, — Po,z,, = v,

1 2 2 2 1 2

Tpy1 — T, = PoyRey,@y, — Poyvy, = —v,  Poyx, — Po,o, — —v,
and 2% — 2 = Po,x? — Po,x' = v. In particular,
Pc,Ro,a? = Poyx € B, Pc,Reyat = Poya® € F.

Proof. Follows from Theorem 2.8 and Fact 3.1. (]

Contrast Theorem 3.2 with its analogues for cyclic projections (Theo-
rem 1.4) and for the classical Douglas—Rachford scheme (Theorem 3.3),
which we state below for completeness.



CYCLIC DOUGLAS-RACHFORD METHOD

Cy

me

Co

(A) MAP

Ch

Co

(D) MAP

Cy

fm
il

o

(¢) Cyclic DR

Ch

LA

(F) Cyclic DR

FI1GURE 2. Behaviour of the three methods starting with the
same initial point. In (A)—(F), C3 := R x {0}. In (A)—(C),
Cy == epi(l +1/) N (Rt x Ry) and E, F are empty. In
(D)~(F), C; := epi(1 + (-)?) and E, F are nonempty.

(1) CiNCy # 0 and (2,)2, converges weakly to a point in
FiXTCl,CQ = (Cl N Cg) =+ ]\7701702 (O)

(i) C1NCy =0 and ||z,| — +o0.
(c) Ezactly one of the following two alternatives holds.

(i) E,F =0, ||Po,zn|| = +o0 and || Po, Poy zn|| — 4005

(ii)) E,F # 0, (Pcyzn)52 and (PoyPoyzn)22 are bounded with weak
cluster points in E and F', respectively.
cluster points of

Furthermore, the weak

((PC1Zna PC2R01271))30:1 and ((Pclzn7 PCQPCHZn))?LO:l

11

Theorem 3.3 (Douglas—Rachford method dichotomy). Let C1,Cy C H be
closed and convex. Let zo € H and set zp41 := T, cy2n. Then

(a) zp+1 — 2n = PeyRoy 2n — Poyzn — v and Py Poyzn — Poyzn — v.
(b) Exactly one of the following alternatives holds.
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are best approximation pairs relative to (Cy,Co).

Proof. See [6, Th. 3.13]. O

4. FINAL REMARKS

We have analysed the behaviour of the cyclic Douglas—Rachford algorithm
for finding a point in the intersection of a finite number of closed convex sets.
Whilst each iteration of the the method is similar to that of the classical
Douglas—Rachford scheme, its behaviour, particularly in the inconsistent
case, is closer the that of the method of cyclic projections. With this in
mind, one might consider the cyclic Douglas—Rachford scheme as a useful
comprise between these methods.

Applied to two-set feasibility problems for which best approximation pairs
exist, the cyclic Douglas—Rachford method produces a pair of points which
when projected onto the appropriate sets yields a best approximation pair.
This is important for applications in which consistency of the feasibility
problem is not known a priori.

Finally we finish with two open questions:

(1) Can one prove a version of the main result in [2], showing that for
cyclic Douglas-Rachford applied to three sets there is no variational
characterization of the fixed point sets Fix 7T},, being nonempty?

(2) What can be said about convergence rates for the Douglas-Rachford
methods? Much less seems known than in the case of alternating pro-
jections. Recent linear convergence results for the classical Douglas—
Rachford method applied to affine subspaces can be found in [7].

Acknowledgements. The authors would like to thank Liangjin Yao for
his helpful suggestions.
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